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1. INTRODUCTION

A typical Air Force system includes a wide variety of electronic

equipments. Each equipment is likely to have several ports by which

electromagnetic energy is either transmitted and/or received. Ports

that generate electromagnetic energy are referred to as emitter ports

while those that receive electromagnetic energy are referred to as

receptor ports. Electromagnetic interference (EMI) is said to occur

at a receptor port when undesired signals degrade receptor performance

to an unacceptable level. The RADC Intrasystem Analysis Program (lAP)

is concerned with the problem of insuring electromagnetic compatibility

(EKC) between the various equipments within a system.

One of the most difficult problems associated with the lAP is

specification of criteria under which undesired signals do, in fact,

constitute interference to a receptor. Needed are EKI performance

curves for each receptor which relate degradation in receptor performance

to significant parameters of the undesired signals. Such performance

curves are available for most communications, radar, and navigation

receivers. However, relatively little work has been done on EKI per-

formance curves for other types of recepters.

Of particular concern is the electromagnetic susceptibility of

electronic equipments utilizing digital circuits. Recent breakthroughs

in integrated circuit and microprocessor technologies have produced a

rapid expansion in the use of digital circuits. Nevertheless, rela-

tively little attention has been devoted to their electromagnetic
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susceptibility. Specifically, EMI performance curves for digital cir-

cuits are unavailable. In fact, even though sophisticated digital

equipments employing thousands of digital circuits are colmonplace,

the effect of undesired signals on even a simple logic gate is not

clearly understood. Therefore, in the work reported herein, it was

decided to investigate the electromagnetic susceptibility of a single

integrated circuit 7400 TTL NAND gate.

The investigation was carried out by means of a computer simula-

tion using the computer program SPICE (Simulation Program with Integrated

Circuit Emphasis). Because of the small physical dimensions associated

with the integrated circuit chip, it was assumed that the most probable

mechanism for interfering signals to enter the NAND gate was due to

electric and/or magnetic fields coupling onto the long wires attached

to the chip. Consequently, interference sources were impressed on the

gateIs input, output, power line, and ground connections.

This report concentrates on the special case of sinusoidal inter-

ference in series with the gate output. Under appropriate conditions

the gate voltages and currents were observed to suffer severe waveform

distortion. This is in contrast to a previous experimental study [11,

performed by McDonnell Douglas Astronautics Company, which monitored

only dc voltage offsets. Our computer simulation revealed that the

sinusoidal interference could cause the propagation delays and the

rise and fall times of the output waveforms to increase significantly

(as much as ten times in some cases). Also, instead of experiencing

a simple dc offset, the output waveform can fluctuate between the

_ _ _ _ _.. .._I I_ _.. .L .... . . ...
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3I
HIGH and LOW states. Large variations in the power supply current were

also noted.

In order to describe the waveform distortions, it is convenient

to distinguish between transient and steady-state effects. The tran-

sient effects apply to the leading and falling edges where the wave-

form attempts to switch from one state to another. On the other hand,

the steady-state effects pertain to the periodic portion where the

waveform tries to maintain a constant output. Various waveform

parameters are defined in order to describe these effects. These

parameters are then plotted as a function of the amplitude and fre-

quency of the sinusoidal interferer.

.ko



2. CIRCUIT SCHEMATIC AND OPERATION OF 7400 TTL NAND GATE

The schematic diagram of the 7400 TTL NAND gate, as specified by

the manufacturer, is shown in Fig. la. Observe that the circuit contains

5 transistors and 3 diodes. In actuality, the two input transistors J
T11 and T1 2 comprise a single dual emitter transistor with a common

collector. The diagram includes the node numbers used in the SPICE

simulation. Note that node 8 is the gate output.

The NAND gate for the two-input case is symbolized as shown in

Fig. lb. The truth table, given in Table 1, demonstrates that the

output is LOW (0) if and only if both inputs are HIGH (1).

Table 1

Truth Table for NAND Gate

VIN 1 VIN 2 V0

0 0 1

0 1 1

1 0 1

1 1 0

According to the manufacturer, an input voltage must exceed 2 volts

if it is to be interpreted as HIGH and must be below 0.8 volts if it

is to be interpreted as LOW. Similarly, the output must exceed 2.4

volts if it is to be considered HIGH and must be below 0.4 volts if

it is to be considered LOW. Typical values for the output voltages are

3.4 volts in the HIGH state and 0.2 volts in the LOW state. These levels

are summarized in Table 2.
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Fig. 1. a) Schematic diagram of 7400 TTh NAND gate.
b) Schematic symbol.



6

Table 2

Typical Voltage Levels for the NAND Gate

VIH - 2V Min.

VIL - 0.8V Max.

VOH W 2.4V Min. (3.4V TYP.)

V = 0.4V Max. (0.2V TYP.)

Also of use in describing typical operation of the NAND gate are

the propagation delay time and the rise and fall times. Figures 2a and

2b illustrate their definitions, as taken from the manufacturer's

handbook. Nominal values for tr and tf are 8 nanoseconds and 5 nano-

seconds, respectively, while nominal values for tpd(LH) and tpd(HL) are

11 nanoseconds and 7 nanoseconds, respectively. These values are sup-

marized in Table 3.

Table 3

Typical Values for Rise, Fall, and Propagation Delay Times

t = 8 nS
r

t . 5 nS

tpd(LH) - 11 nS

tpd(HL) - 7 nS

As an example of the type of information supplied by the manu-

facturer, two manufacturer's data sheets with typical electrical and

switching characteristics are shown in Figures 3 and 4. In Figure 3,

the column which pertains to the 7400 NAND gate is labeled DM 54/74

(00, 04, 10, 20, 30) while in Figure 4 the pertinent row is labeled 00, 10.

~~j~j-
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Fig. 2. a) Propagation delay time.
b) Rise and fall time.
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Fig. 3. Typical electrical characteristics
supplied by manufacturer.
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SSSI DM54/DM7400.04,1O.20,30,S133 NAND Gates/Invertr

Switching Chareristics at Vc - 5V. TA, - 2rC

Propoption Delay Timne. Progiaption Delay rm.
DEVICE CONDITIONS Law-To-High Leiwi Output Niell-To-Low Level Output

MIN TYP MAX MIN TYP MAX

00.10 11 22 7 1s
04.20 C,. ISpF. tL 4OOn 12 22 8 15

30________ 13 22 8 15

t LOO 6.9 10 6.2 10
1404 6 10 6.5 10
1410 CL -2S pF. RL 280al 6.9 10 6.3 10
1420 6 10 7 10
H430 ________ 6.8 10 8.9 12

LOO. L043S S31 6
LIO. L20 CL - 0 pF.RL.~ 3- 60 31 6
L30 36 60- 70 100
LSOO. LSO4 9 1 0 i
LSIO.LS7O CL -t5 pF. RL~2f 9 15 10
LS30 9 15 16 2'1

Soo.S04l CL -ISoF. RL -280nl 2 3 4.6 2 3 6
SIO.S20 Ct. 60pF. RL* 2

- Ma 4.5 7 5 a

S3.I3 CL -I15PF.ARL -280n 2 4 6 2 4.5 7
____CL - 50 F. AL -280nl 6.6 8 6.5 10

Fig. 4. Typical switching characteristics
supplied by manufacturer.
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3. MODELING OF 7400 NAND GATE USING THE SPICE COMPUTER PROGRAM

The susceptibility of the 7400 NAND gate was investigated using

the SPICE computer program in its transient mode of operation. This

required a detailed circuit modeling of the 7400 NAND gate. As shown

in Fig. la, typical resistor values are provided by the manufacturer.

However, circuit models for the transistors and diodes are not supplied.

Fortunately, the SPICE computer program does contain stored circuit

models for both the bipolar junction transistor (BJT) and the semi-

conductor diode. Typical parameter values, for use in the models,

are also found in the SPICE User's Manual [2].

Another source which was useful in the circuit modeling was the

McDonnell Douglas study [1] previously cited. To explain the dc

voltage effects which they had measured, they developed a modified

transistor model. This was exercised using the SPICE computer program

in its dc mode of operation. They modeled a 7400 NAND gate and listed

the numer*.cal values used for the dc parameters of the 5 transistors

and 3 diodes of Fig. la. Note that capacitive parameters were not

specified since their dc analysis required only resistive components.

Our approach was to begin with the parameter values specified

by McDonnell Douglas. For those parameters not specified by McDonnell

Douglas, typical values taken from the SPICE User's Manual were used.

The circuit was then exercised with the SPICE program and certain

parameter values were adjusted in an attempt to achieve circuit per-

formance as close as possible to the manufacturer's specifications.

This resulted in 3 parameters having values different from those of

_ _ _ _ _ _
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McDonnell Douglas and 2 parameter values differing from typical SPICE

values.

The SPICE transistor model is shown in Fig. 5. It is based upon

the integral charge control model of Gummel and Poon. The 27 parameters

required by the model are listed in Table 4 along with their typical

SPICE values.*

The SPICE diode model is shown in Fig. 6. This model makes use

of 11 parameters. These are listed in Table 5 along with their

typical SPICE values.

Table 5

SPICE Diode Model Parameters

Typical

Symbol Parameter Name Units Values

is  Saturation current amps L.OE-14

r Ohmic resistance ohms 10

n Emission coefficient - 1.0

Tt Transit time sec 0.1 nS

Cjo Zero-bias junction capacitance farad 2 pF

B Junction potential volts 0.6

m Grading coefficient - 0.5

£ Energy gap eV 1.11 SI
9 0.69 SBD

0.67 GE

PT Saturation current temperature exponent - 3.0 JN
2.0 SBD

Kf Flicker-noise coefficient - 0

af Flicker-noise exponent - 1

Table 4 appears on page 12.
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Table 4

SPICE BJT Model Parameters

Symbol Parameter Name Units Typical Value

BF Ideal forward current-gain coefficient - 100

BR Ideal reverse current-gain coefficient - 0.1

IS  Saturation current amps L.OE-16

rb Base ohmic resistance ohms 100

r Collector ohmic resistance ohms 10
c
r Emitter ohmic resistance ohms 1

V Forward Early voltage volts 200

VB  Reverse Early voltage volts 200

IK Forward Knee current amps lOMA

C2  Forward nonideal base current coefficient - 1000

nEL Nonideal b-e emission coefficient - 2.0

IKR Reverse knee current amps 100mA

C4  Reverse nonideal base current coefficient - 1.0

nCL Nonideal b-c emission coefficient - 2.0

tF  Forward transit time sec O.InS10 nS
TR Reverse transit time seC

CCS Collector-substrate capacitance farads 2 pF

C Zero-bias b-e junction capacitance farads 2 pF
je
e B-E junction potential volts 0.7

m B-E junction grading coefficient - 0.33e
C Zero-bias b-c Junction capacitance farads 1 pF
jc

B-C junction potential volts 0.5

m B-C junction grading coefficient - 0.33

E Energy gap eV 1.11 SI0.67 GE

PT Saturation current temperature exponent -

Kf Flicker-noise coefficient - 6.6E-16 NPN
6.3E-13 PNP

af Flicker-noise exponent 1.0 NPN
1.5 PNP
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Fig. 5. The SPICE BUT Model.
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Fig. 6. The SPICE semiconductor diode model.
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The diode and transistor parameter values used by McDonnell

Douglas in their dc computer simulation of the 7400 NAND gate are pre-

sented in Table 6.

Table 6

McDonnell Douglas Diode and Transistor Parameter Values

Diode Parameters

Name Parameter Description DIN D3

RS Ohmic resistance (Q) 60 30

IS Saturation current (pA) 100 5

Transistor Parameters

Name Parameter Description Tl T2 T3 T4

BF Forward Bets (SF) .316 19.8 17.2 21.7

BR Reverse Beta (OR) .0024 .060 .082 .106

RB Base Ohmic Resistance (Q) 68. 75. 70. 80.

IS Saturation current (pA) .5 3. 8. 20.

AFa Forward alpha (aF) .24 .952 .945 .956
ARa Reverse alpha (aR) .0024 .057 .076 .0956

IESa Emitter diode sat.curr (pA) 2. 3. 8. 20.

ICSa Collector diode sat. 200. 50. 100. 200.
current (pA)

aparameter used in modified Ebers-Moll model.
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The final transistor and diode parameter values used in our

computer simulation are noted in Table 7. As indicated by the asterisk,

all parameter values not listed are the typical SPICE values. Those

parameter values with the superscript 2 were obtained by "fine tuning"

in order to achieve typical circuit performance once it was determined

that neither the McDonnell Douglas or SPICE values would yield typical

operation of the NAND gate.

Table 7

Semiconductor Parameter Values Used

Transistor Parameters

Device No. S&. T2 T3 T4

Parameter 11 12 2 3 4

Bf 0.3161 19.81 17.21 21.71

B 0.022 0.061 0.0821 0.1061
r

rb 6801 751l 1  70n 1  80 1

T? 0.39nS2  0.39nS2  0.39nS2  0.39nS2

Diode Parameters

Device No.

Parmeters D1, D2  D3

IS  1 x 10- 16A2  1 x 10-1 6A2

rS  
6001 3001

Sources: 1 McDonnell Douglas
2 Syracuse University

All parameter values not listed are the typical SPICE values.
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The justification and effect of using parameter values different

from those of McDonnell Douglas and SPICE are given in Table 8. All

of the parameter values finally decided upon are considered to be

reasonable.

Table 8

Justification and Effect of Parameter Changes

Parameters differing from McDonnell Douglas

Change
Parameter From To Justification Effect

Br(T1 ) 0.0024 0.02 More typical to TTL input Current levels
transistor (see Ref. 3). closer to manu-

facturer's speci-
fication

IS(tran- 10-1 2A 10- 16A Typical SPICE value Rise/fall times,
sistors) propagation delays

and voltage levels

closer to manu-
facturer's speci-
fications

Is(Diodes) 10- 12A 10-1 6A More reasonable value Voltage and
current levels
closer to manu-
facturer's speci-
fications

Parameters differing from typical SPICE values
Change

Parameter From To Justification Effect

TF 0.lnS 0.39nS Morb appropriate for a Gives more reasonable
switching transistor base-emitter capaci-

tance

IS (Diodes) 10- 14A 10-1 6A More reasonable value Voltage and current
levels closer to

manufacturer's
specifications.
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Using the parameter values specified in Table 7, a computer run

was made without interference to determine how well the simulated NAND

gate approached typical behavior. The results are summarized in

Table 9. Observe that all signal parameter values of the output

waveform are either close to the typical values or well within the

manufacturer's specifications.

Table 9

Comparison of Simulated NAND Gate Behavior
to Manufacturer's Specifications

Signal Computer Simula- Manufacturer's Specifications
Parameter tion Result Typical Extreme

HO VOH 3.59V 3.4V 2.4V Mmn

VOL 0.2V O.2V 0.4V Max

tpd(HL) l3nS 7nS 15 uS Max

t pd(LH) 17nS llnS 22nS Max

tf 4nS 5nS

tr 4nS 8nS

IOH -57iA -140vA - 4009A Max

IOL 9.2mA 10mA 16mA Max

IIH @ 3.4V 5 A 141A -400uA Max @ 2.4

IIL @ 0.2V -0.92mA -lmA -1.6mA Max @ 0.4V

Parameter values are for 10 fan-out loading.
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4. LOADING OF 7400 NAND GATE AND LOCATION
OF INTERFERENCE SOURCES

In contrast to McDonnell Douglas who loaded their gate with a

fixed resistor in order to approximate a fan-out of 10 gates, we

loaded our gate with a second 7400 NAND gate which was impedance

scaled so as to also simulate a fan-out of 10 gates. The impedance

scaling was accomplished by using the model of the first gate with

all resistance values divided by 10, all capacitance values multi-

plied by 10 and all saturation currents multiplied by 10. This

resulted in the currents of the second gate being increased by a factor

of 10 while the time constants (i.e., RC products) and voltages

(i.e.,RI products) of the second gate remained unchanged from those

of the first gate.

By loading the first gate with a second gate, we have more ac-

curately modeled a typical circuit configuration. The time-variant and

nonlinear nature of the load is taken into account as the second gate

is caused to switch states. In addition, interference applied at

the output of the first gate is also injected into the second gate.

This more accurately depicts what is apt to happen in practice. Finally,

by observing the output of the second gate, it is possible to deter-

mine whether waveform distortion in the output of the first gate is

severe enough to cause undesired state changes in the output of the

second gate. A fan-out of 10 gates was used because manufacturer's

specifications are often given in terms of this type of loading. Also, I
'__I
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it was anticipated (and subsequently confirmed) that the first gate

is more susceptible to EDI when loaded with a fan-out of 10 as opposed

to a fan-out of 1.

The entire system simulated by the SPICE program is shown in

Fig. 7. For convenience, the second gate was loaded by the parallel

combination of a fixed resistor and capacitor to ground. In order

to simulate a fan-out of 10 gates, RL and CL were set equal to 400

ohms and 15 pF, respectively. In addition, VIN2 of the second gate

(node 12) was maintained at the HIGH voltage level of 3.4 volts. The

truth table for the two gates of Fig. 7 is given in Table 10. V(l)

and V(1O) denote the two inputs of the first gate. V(8) denotes the

output of the first gate while V(19) denotes the output of the second

gate. With VIN2 of the second gate (node 12) held HIGH, note that

the output of the second gate changes state whenever the output of

the first gate changes state.

Table 10

Truth Table for Two Gates of Fig, 7

V(l) V(I0) V(8) V(19)

0 0 1 0

0 1 1 0
1 0 1 0
1 1 0 1

The network topology of gate 2 is identical to that of gate 1

as given in Fig. la. However, the component values of gate 2 differ

from those of gate 1 because of the impedance scaling mentioned
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previously. The complete schematic for the two cascaded gates is

shown in Fig. 8. The corresponding node, device, and resistor numbers

for the two gates are listed in Table 11.

Table 11

Numbering Correspondence between Gates 1 and 2

Node number correspondence

Node Numbers
Gate 1 2 3 4 5 6 7

Node Numbers
Gate 2 13 14 15 16 17 18

Device number correspondence
Device Numbers
Gate I TI1 T12 T2  T3  T4  D1 D2  D3

Device Numbers
Gate 2 T51 T52 T6  T7  T8  D4  D5  D6

Resistor number correspondence

Resistor Numbers
Gate 1 R1  R2  R3  R4

Resistor Numbers
Gate 2 R5  R6  R7  R8

The sinusoidal interference was injected into the system of

Fig. 7 while the first gate was being driven by the two inputs shown

in Fig. 9. Observe that these inputs exercise all four combinations

of the system truth table given in Table 10. As shown in Fig. 7,

interference sources were impressed on the first gate's input and

output terminals and on the power line and ground connections common

to both gates. The various interference sources were injected one

at a time. Those not in use were deactivated by constraining their

voltages to be zero.
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3.4 V

v(Io)

0.2V

3.4 V

-(1

0.2 V

I st 2nd 3 rd 4th
QUARTER QUARTER QUARTER QUARTER

The input rise/fall times were set equal to 5nS for
computer simulation.

The pulse widths were allowed to vary depending upon
the interference frequency.

Fig. 9. Input waveforms used to drive the first gate

while sinusoidal interference was injected
into the system of Fig. 7.
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Depending upon the point at which the interference was injected,

it was discovered that the system was most susceptible to sinusoidal

interference during certain quarters of the input, as defined in Fig. 9.

For example, the fourth quarter was found to be most critical when the

interference was applied either in series with the output of gate I

(VINT 3) or in the ground line (VINT 4). As shown in Fig. 10, a I MHz

sinusoidal interferer of amplitude 3V did not cause any noticeable

interference on the output of gate 2 during the first three quarters

but did result in fluctuations between the HIGH and LOW states during

the fourth quarter. Similarly, when the same interference was applied

to the input of gate 1 (VINT 1), the system was observed to be sus-

ceptible during the second and fourth quarters, as shown in Fig. 11.

Finally, with a I MHz interferer of amplitude 5V injected into the

power line (VINT 2), the system was found to be susceptible during the

first three quarters but not in the fourth. This is illustrated in

Fig. 12. Although severe fluctuations did occur on the output of

gate 2 during the fourth quarter, the system is not considered to be

susceptible during this quarter since the output did not fall below

2V (i.e., did not change states).

It was also discovered that the system is most susceptible to

sinusoidal interference applied in series with the output of gate 1

(VINT 3) as opposed to interference injected into the input of gate 1

(VINT 1), the power line (VINT 2), and the ground line (VINT 4). This

is illustrated in Fig. 13 where the minimum interference amplitude

required to cause the steady-state portion of the gate 2 output to
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GATE 2 OUTPUT
a (PERTURBED)

-~-GATE 2 OUTPUT

3 /L-s -61Ls 9/iS12 s

QURE S j 2nd 3rd 4th

I QARTRIQUARTER dURE QURE

Fig. 10. output of gate 2 with a 1 MH9 sinusoidal
interferer of amplitude 3V applied either

in series with the output of gate 1 (VINT 3)I

or in the ground line (VINT 4).
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GATE 2 OUTPUT
(NORMAL)

3.4 V /

GATE 2 OUTPUT
(PERTURBED)

0.2V ,

1st j 2nd 3rd 4th
QUARTER QUARTER QUARTER QUARTER

Fig. 11. Output of gate 2 with a 1 MHz sinusoidal

interferer of amplitude 3V applied to the
input of gate 1 (VINT 1).
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7V
.,GATE 2 OUTPUT

(PERTURBED)

3.4 r -GATE 2 OUTPUT
I I (NORMAL)

,AA
0.2V - J I

03/,.s 6ps s 12jFsI st 2nd j 3rd I 4th |

QUARTER QUARTER I QUARTER I QUARTER

Fig. 12. Output of gate 2 with a 1 MHz sinusoidal
interferer of amplitude 5V injected into
the power line (VINT 2).
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change state is plotted as a function of the interference frequency.

Consistent with the previous discussion of susceptible input quarters,

the four curves in Fig. 13 pertain to the following susceptible quarters:

(1) output of gate 1 - fourth quarter, (2) input of gate 1 - second

quarter, (3) power line - first quarter, and (4) ground line - fourth

quarter. The curve for sinusoidal interference inserted in series with

the output of gate 1 displays not only the largest susceptibility but

also the broadest bandwidth. It is pertinent to point out that McDonnell

Douglas also found the NAND gate to be most susceptible to RF inter-

ference entering the gate output [1].

Consequently, in the remainder of this report, results are pre-

sented only for the case of sinusoidal interference applied in series

with the output of gate 1 (VINT 3). Recall that the system is most

susceptible to this interference during the fourth quarter of the input.

In order to examine the effect of interference during the switching

mode while reducing the running time of the simulation, only the end

of the third quarter to the steady-state portion of the fourth quarter

was simulated on the computer. Typical behavior of the two gates

during this interval without interference is illustrated in Fig. 14.

,- As a final check that the NAND gates, in the absence of inter-

ference, were functioning properly during the computer simulation,

the voltage levels at all the nodes of Fig. 8 were examined during the

third quarter (i.e. V(8) HIGH, V(19) LOW) and the fourth quarter

(i.e. V(8) LOW, V(19) HIGH). These voltages are tabulated in Table 12.
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3.4 V

3.4 V

3.4 V

V (8)

0.2 V

3.4 V

V(019)

0.2 v

Fig. 14. Typical behavior of the two gates during the transition
from the third to fourth quarters without interference.
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All of these voltages conform to typical values. In addition, the

current levels, timing sequences, and time delays all agreed with

those of a properly functioning circuit.

Table 12

Node Voltages for Third and Fourth Quarters

Third Quarter Fourth Quarter
Node Number Voltages (Volts) Voltages (Volts)

20 0.2 3.4

10 0.2 3.4

2 0.9494 2.545

3 0.3022 1.882

4 4.993 1.188

5 0.0011 1.032

6 4.993 5.0

7 4.292 0.7338

8 , 11 3.589 0.2118

13 2.501 0.9993

14 1.838 0.3594

15 1.143 4.935

16 0.9878 0.0001

17 5.000 4.907

18 0.6151 4.163

19 0.0629 3.368
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5. REPRESENTATIVE OUTPUT WAVEFORMS WITH SINUSOIDAL
INTERFERENCE INJECTED IN SERIES WITH THE OUTPUT
OF GATE I

With the inputs of gate 1 chosen so as to transition from the

third to fourth quarters (see Fig.14), a sinusoidal interferer, VINT3,

was inserted in series with the output of gate 1 as shown in Fig. 7.

(The other interference sources in Fig. 7 were deactivated by setting

their voltages equal to zero.) The amplitude and frequency of the

interferer were varied from 0.5 to 20 Volts and from 0.1 to 200 MHz,

respectively.

For certain amplitude and frequency combinations of the inter-

ferer, severe distortion was observed in the output waveforms of

gates 1 and 2. The purpose of the simulation was to investigate the

susceptibility of the first gate. (The second gate acts merely as a

load for the first gate.) However, looking at only the distorted out-

put of the first gate, it is not clear to what extent upset will be

caused in a following gate. For this reason, attention is focused

on the output of gate 2. Recall from Fig. 14 that the second gate

output ideally should have a smooth transition from the LOW to HIGH

states. In this section representative output waveforms for gate 2

are presented.

The case for which the amplitude and frequency of the inter-

ferer are 10 Volts and 100 MHz, respectively, is shown in Fig. 15.

Observe that there is a slower than normal transition from the LOW

state to the HIGH state. However, once the output has achieved the

HIGH state, the waveform remains in the HIGH state even though it
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undergoes noticeable oscillation. If the output is sampled while it is

in the HIGH state, no logic errors are likely to occur.

In Fig. 16 the amplitude of the interferer is maintained at 10 Volts.

However, the frequency is reduced to 70 MHz. The transition from the LOW

to HIGH states takes even longer than before. In addition, the fluctua-

tions in the HIGH state are more severe. In fact, in the steady-state

the ouput periodically enters the UNDEFINED area which extends between 0.8

add 2 Volts. If the output is sampled while it is in the UNDEFINED area, a

logic error may result.

The frequency of the interferer is reduced to 50 MHz in Fig. 17 while

the amplitude is again set at 10 Volts. An even longer transition period

ensues. Now the output, which should remain HIGH, periodically drops to

the LOW state which extends below 0.8 Volts. Obviously, if the output is

sampled while it is in the LOW state, a logic error will result.

In those applications where the output of gate 2 would be differenti-

ated in order to provide a triggering pulse for another stage, the distor-

tion in the leading edge of the responses shown in Figs. 15, 16, and 17

could also cause the generation of logic errors.

A very interesting case is depicted in Fig. 18. Here the amplitude

of the interferer is 20 Volts while its frequency is 100 MHz. Now the

output of gate 2 never makes the transition from the LOW state to the HIGH

state. This will result in a logic error irrespective of the time at which

the output is sampled.

Calcomp plots for the cases illustrated by the sketches shown in

Figures 14-18 are presented in Appendix A.

In some situations it may be desirable to model the interference as

.4

4 .,
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being inserted in parallel, as opposed to in series, with the output

of gate 1. Several runs were made with the interference source

connected from the output of gate 1 to ground. A large capacitor was

placed in series with the source so as not to upset the dc behavior

of the gate. Results similar to those presented in Figs. 15 through

18 were observed.

A _____
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6. DEFINITIONS OF WAVEFORM PARAMETERS FOR
DESCRIBING INTERFERENCE EFFECTS.

In order to describe the waveform distortions illustrated in

Section 5, it is convenient to distinguish between steady-state and

transient effects. The steady-state effects pertain to the periodic

portion of the waveform as it tries to maintain a constant output in

the HIGH state. The transient effects apply to the leading edge of

the waveform where it attempts to switch from the LOW to HIGH state.

Various waveform parameters are defined in this section in order to

describe these effects. These parameters are then plotted in Section 7

as a function of the amplitude and frequency of the sinusoidal inter-

ferer.

We first define the steady-state parameters. Because the inter-

ference is periodic, the fluctuations in the output of gate 2 eventually

become periodic. The steady-state parameters are defined with respect

to the periodic portion of the output.

Consider one period of the steady-state output as shown in

Fig. 19. Let

T -

f

denote the period where f is the frequency of the interferer. During

this period let the time spent in the LOW state be denoted by I. The

ERRONEOUS state duty cycle is defined by

D1 T

Note that D1 gives the fraction of a period the waveform resides in
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t-he LOW state. Similarly, let the time during one period spent in

the UNDEFINED area or below be denoted by W. The UNDEFINED area duty

cycle is defined by

DW2 T'

Note that D2 gives the fraction of a period the waveform resides in

or below the UNDEFINED area.

Two additional parameters for describing the steady-state portion

of the output are the steady-state mean voltage and the steady-state

r.m.s. deviation. Denote the steady-state portion of the output

waveform by vo(t). The steady-state mean voltage is defined to be

T

A- v (t)dt
T 0

where the average is over one period of the steady-state portion of

the output. Obviously, the steady-state mean voltage gives the mean

value of the output in the steady-state. The steady-state r.m.s.

deviation is defined to be

T

ami I [v(t) - A]2dt]./2.
T

0

Once again, the average is over one period of the steady-state portion

of the output. The steady-state r.m.s. deviation is a measure of the size

of the fluctuations about the steady-state mean voltage.

The transient waveform parameters are now defined. A typical

distorted output is shown in Fig. 20. The time instants t , t2, t3

L
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t4 and t5 are defined and illustrated in the figure. The rise time is

defined to be

tr = t4 - tI .

Typical values for the undistorted output voltage are 3.4 Volts in

the HIGH state and 0.2 Volts in the LOW state. By defining the rise

time with respect to the 3.0 and 0.4 Volt levels, we are using the

approximate 90% and 10% values of the HIGH voltage.

The state transition time is defined to be

t s = t - t
5 5 3'

This definition applies only when there has been a clear transition

from the LOW to HIGH states (i.e., when the steady-state portion of

the waveform does not drop below 2.0 Volts which is the minimum voltage

guaranteed to be recognized as a HIGH voltage by a succeeding gate).

The time instant t3 is defined relative to 0.8 Volts because this is

the maximum voltage guaranteed to be recognized as a LOW voltage by

a succeeding gate. Observe that for time less than t3 the waveform is

in a recognizable LOW state while for time greater than t5 the wave-

form is in a recognizable HIGH state.

The excess propagation delay time is defined in Fig. 21, As

shown in Fig. 2a, when there is no waveform distortion, the propagation

delay times are defined in terms of the approximate 50% points of the

leading and trailing edges. In Fig. 21 the input to gate 1 and the

outputs from gates 1 and 2 which would apply if there was no inter-

ference are shown in dashed lines to serve as reference waveforms.

For the reference waveforms the conventional propagation delay times
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are given by

t pd(HL) - T 1- T 0 (first gate)

and

t pd(LH) - T 4- T l* (second gate)

With interference the output of gate 2 may be heavily distorted.

To assist in determin'ilg an eu-ems propagation delay time, the straight

line AB is drawn between the points A and B, as shown in Fig. 21. The

time instants t 2 and t 4 are defined in Fig. 20. t 2 is the last time

the waveform equals 0.4 Volts before reaching 3.0 Volts for the

first time and t4is the first time the waveform equals 3.0 Volts.

T 2is defined to be the time instant at which the straight line AB

reaches the 50% point of the unperturbed gate 2 output. The excess

propagation delay time is then defined to be

t pd (LH) - T 2 - T 4  T T2 - T 0 - (T 1-T 0) (T 4-T 1

T 2 - T0 - tpd (HL) - t pd (LH).
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7. RESULTS OF COMPUTER SIMULATION

As illustrated in Section 5, the output waveform of gate 2 can

be severely distorted when sinusoidal interference is inserted in

series with the output of gate 1. Several waveform parameters were

defined in Section 6 to assist in describing the interference effects.

The results of our computer simulation are now summarized in terms

of these waveform parameters. A sample program is shown in Appendix B.

The UNDEFINED area duty cycle and the ERRONEOUS state duty cycle

of the gate 2 output are plotted, as a function of interference frequency

with the interferer amplitude as a parameter, in Figures 22 and 23,

respectively. For a constant frequency the duty cycles are seen to

increase with increasing amplitude of the interferer. An interesting

phenomenon is the "resonance effect" which is observed for frequencies

between 30 and 100 MHz. Also, as was implied by Fig. 18, a duty cycle

of 1.0 is possible for sufficiently strong interferers.

The steady-state mean voltage and the steady-state r.m.s. devia-

tion of the gate 1 output are plotted in Figures 24 and 25, respectively.

The gate 1 output is chosen in order to compare with the steady-state

dc results from the McDonnell Douglas study [1]. Although an exact

comparison is not possible because McDonnell Douglas injected the

interference in parallel with the gate 1 output where we inserted the

interference in series with the gate 1 output, the general trends of

the results are identical. Without interference the gate 1 output
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should remain LOW in the steady-state. It is interesting to note that,

in some cases, even when the steady-state dc value of gate 1 increased

to levels greater than 2.0 volts, gate 2 did not recognize the wave-

form as a HIGH voltage input due to the fluctuations in the waveform.

The steady-state mean voltage and the steady-state r.m.s. devia-

tion of the gate 2 output are plotted in Figures 26 and 27, respec-

tively. Observe that a "resonance effect" is seen in Fig. 26 that does not

appear for the gate 1 output curves shown in Fig. 24. Also, by com-

paring Fig. 27 with Fig. 25, it is seen that the steady-state r.m.s.

deviation of the gate 2 output is much less dependent on amplitude

than is that of the gate 1 output.

The rise time and excess propagation delay time of the gate 2

output are plotted in Figures 28 and 29, respectively. The plots are

functions of the interference frequency with interference amplitude

as a parameter. Observe that, for large enough amplitudes and for

frequencies in the range of 30 to 100 MHz, the "resonance effect" is

seen once again. Rise times and excess propagation delay times in

excess of 100 nanoseconds apply during this "resonance" phenomenon.

These values are an order of magnitude larger than the typical values

without interference.

It should be pointed out that the sinusoidal interference dis-

torts the trailing edge of the gate 2 output in a manner different

from its effect on the leading edge. Therefore, a plot of the fall

time differs from the rise time plot of Fig. 28. The effect of the

phase of the interfering signal on the rise and delay times was also
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investigated. It was determined that the phase had no noticeable

effect on the rise time but did introduce changes in the delay time

by an amount as large as one period of the interfering signal.

The average power supply current is plotted in Fig. 30. Notice

that the average current drain on the power supply may increase sig-

nificantly in the "resonance" region which, once again, extends from

30 to 100 MHz.

Some state transition times are tabulated in Table 13 for

various cases where a clear transition was made from LOW to HIGH

states. As with the rise time and excess propagation delay time,

values of the state transition time can be relatively large compared

to typical rise and propagation delay times.

Finally, a calculation was made of the average power delivered

by the interference source. This was accomplished by first multi-

plying the instantaneous voltage and instantaneous current of the

interference source, in order to obtain the instantaneous power de-

livered by the source, and then averaging the result. The average

delivered powers for interference amplitudes of 0.5V and 20V were

1.4 mW and 540 mW, respectively. This range corresponds to the same

range of absorbed power measured by McDonnell Douglas in their

experimental study [1].
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Table 13

State Transition Time for Gate 2 Output

Interference Interference State Transi-
Amplitude (V) Frequency (MHz) tion Time (nS)

3 40 37

4.5 40 66

4.5 50 14

4.5 80 8

8 80 11

8 100 3

8 200 3

10 80 35

10 100 17

10 200 3

13 200 4

15 200 7
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8. SUMMARY AND SUGGESTIONS FOR FUTURE WORK

This work has emphasized EMI upset in an integrated circuit 7400 TTL

NAND gate due to sinusoidal interference injected in series with the

gate output. Severe waveform distortions, capable of causing serious

logic errors, were observed through computer simulation of the digital

circuits involved. These results are in sharp contrast to the pure

dc offsets reported by McDonnell Douglas [1]. We conclude that RF

interference can pose a serious threat to the successful operation of

digital circuits.

The work reported herein is merely a small step forward towards

understanding interference effects in digital equipments. As far as

the 7400 TTL NAND gate is concerned, it is desirable to study in

greater depth the consequences of interference in the power line and

ground connections. Also, other interference waveforms, such as pulses

and spiked transients, should be investigated.

The 7400 TTL NAND gate represents merely a single technology and

a single type of digital circuit. Other types of technologies, such

as ECL, CMOS, and IlL, need to be studied. Also, the commonality be-

tween the NAND gate and other logic circuits, such as OR, AND, and NOT

gates, should be pursued.

It would be highly desirable to model the various logic gates

in terms of circuits containing considerably fewer semiconductor de-

vices. This may be possible using the macromodel concept which has

been successful in generating relatively simple circuit models for

Jf w
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operational amplifiers. Once simpler models have been devised, it

would be desirable to combine them in an effort to model more compli-

cated combinations of logic circuits. In this way, it may be possible

to arrive at EfI performance curves for relatively sophisticated

digital equipments.

Finally, all of the above should be supplemented by an experi-

mental effort in order to validate analytical and computer simulation

results.
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APPENDIX A: CALCOMP PLOTS OF REPRESENTATIVE OUTPUT WAVEFORMS

The Calcomp plots corresponding to the waveforms sketched

in Figures 14-18 are presented in Figures A.1 - A.5. However, as

defined in Fig. 9, the transition from the fourth to first quarters

is shown in addition to the transition from the third to fourth

quarters. In Fig. A.1 the two inputs to gate 1, the output of gate

1, and the output of gate 2 are plotted while in Figures A.2 - A.5

only the two inputs to gate 1 and the output of gate 2 are plotted.

As indicated on the plots, the vertical voltage scale is mul-

tiplied by 101 while the horizontal time scale is multiplied by 108.

The sketches shown in Figures 14-18 are seen to capture the essen-

tial features of the Calcomp plots. In addition, it is seen that

the leading edge of the gate 2 output, corresponding to the transi-

tion from the third to fourth quarters, differs markedly from the

trailing edge of the gate 2 output, corresponding to the transition

from the fourth to first quarters.

Ii
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APPENDIX B: SAMPLE SPICE COMPUTER PROGRAM

1)TRANSIENT ANALYS5IS OF HND GATE

2 *
3)* RESISTORS
4)Rl 2 9 4.38K
5)R2 9 4 1.43m
6)R3 9 6 0.116K
7)R4 5 0 1.03"
8)* DIODES
9.DIN1 0 1 STAN

10DZ1l12 0 10 STAN.1 11)D3 7 8 V203
12 * TRANSISTORS
13)011 3 2 1 TRi
14)012 3 2 10 TRJ

15)02 4 3 5::
16)03 6 4 7 TR3

17)04 8 5 0 R
19)* DESCRIPTION OF LOAD STAGE
l9)* RESISTORS

20)R5 9 13 0.438"
21)R6 9 15 0.143"
22)R7 9 17 0.0116K
23)P:8 16 22 0.106K
24)2 DIODES
25)DIIN4 22 11 STAHL

26)DIN5 22 12 STAHL
27)06 18 19 D103L
28 *TRAUSISTORS
29)051 14 13 11 TRIL
30)052 14 13 12 TRIL
31)06 15 14 16 TR2L
32)07 17 15 18 TR3L
33)08 19 16 22 TR4L
34)2 LOAD RESISTOR AND CAPACITOR FOR LOAD STAGE WITH FAN OUT JU

35)a WITH LOAD TIED TO SROUND

363* LOAD RESISTOR
37)RLL 23 22 0.4"
39)* LOAD CAPACITOR
39)CLL 23 22 15PP
40'* MODEL CARDS FOR DIODES AND TRANSISTORS OF FIRST STAGE
41).MDLSA D(Rs=600HMS TT=0.jNS CJO=2PF PB=0.6V BV=40v Is=1E.-16)
42.,MODEL Dx03 D(Rs=300Hms TT=Q.jNs cJO=2FF PDO0.6v sv=40v IS51E-16)

43).400EL TRi 1PN(DF=0.316 DRO0.02 RI.=68OHMS TF=0.39N5 TR100NHS RC=jQOHMSI

44)+RE=1OHH vA=200v c2=1000 C4=1 CCS=2PF CJE1IPF PEO0.7v E=0.33
j 45)+CJC=0.5FF PC=0.5V mc=0.33 KF=6,6E-16)

46*NMODEL TR2 tPH(BF=19.8 DRO0.06 RV=750HMS TF=0.39NS TR=jQQNS

47)+RE=jOHm VA=200V vs=200v C2=1000 C4=1 cs=2PF CJE=2PF PE=0.7v mE=0.33
489+CJC=JPF PC=0.5v mc=.33 KF=6.6E-16 xs=1E-16)
49,.MODEL TR3 HPNvBF=17.2 BRrn.082 RB=70OHms RC=JOOHMS TF=Q*39NH"*1u'

50,,RE=1OHmm vA=200v C2=1000 c4=1 ccs=2PF cJE=2PF PE=0.7V mEO0.33
51)+CJC=1PF PC=0,5V MCO0.33 KF=6.6E-16 IS=1E-16)

52,.MODEL TR4 NPN(*F=21.7 R=0.106 RB=SQOHmS RC=100H45 TFO0.39NS TR=100Nb
53)+RE=1ONm VA5200v vs=200V C2=1000 C4=1 CCS=2PF cJE2PP PE=0.7v mE=0.33

54,,CJC=IPF PC=O.Sv mc=0.33 KF=6.6E-16 Is=1E-16)
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55.* MODEL CARDS F DIODES AUL. TRANSISTORS OF LOAD STAGE
56).MODEL STAtNL D(RS=60OHiMS TT0O.eS cJO=20PV P9=0.6v I'v=40, xs1IE-15
57)+4v=0.01)
592 9 MOLEL P10Z3L D(RS=30M4S T~xO.1MS cJO=2OPF P9=0.6v sv=40V ZS=1E-1b
59) +ID v0. 01)
60) *MODEL TR1L NPNEIF..a.316 BR=O.O2 P.L=6.BOHMS TF=Q*391NS Tpt~lotqNa KL=~w
6Ib+RE=0.jOHM VA=200v vB=200v c210 c4=1 Ccs=2F CJE1IOPF PEO0.7v
62*+mE=0.33 cJc=5PF Fc=O.5v tI=0.33 KF=6.6E-16 !51E.15)
63) *mOvct rr-2L NPNf(B4F'-j9.6q P''-0.06 Rl%=?.rHM'S RC=1OHM Tr=0.394S TRts100e'4b
64)+RE=0.lONm VA=200V VB=200v C2=1000 C4=1 ccs=20PF CJE=20PF PE=0.7V
65)+mc=0.33 CJC=jF PC=O.5V MC=Q*33 KF=6.6E-6 zs1Et-15)
66).MOrEL TR3L MPH(BD=17.2 BR=0.082 PD=7Omms RC=1OHM TF=0.39HS TRtwjOONS
67)+RE=0.JOHM VA=200V vD=200v C2=1000 C4=1 CCS=2OPFP CJE=20PF F*E=Q.7v
68)+mE=0.33 CJC1JOPF F"CO.5V mcO.33 KF=6.6E-16 Zs1E-15)
69)#MODEL TR4L NPN(BF=21.7 DR=0.106 R9=9OHMS R'C=1ONM TF=O.39u5 TRmlOOeS
70)-+E=O.IOHm VA=200V c2=1000 c4=1 CCs=20PF CJE=2OPF PE=0.7v
71)+ME=0.33 CJC=jQPF PC=0.Sv mc=033 KF=6-6E+16 xs~lt-15)
72)A VOLTAGE SOURCES
73)vZImj 20 0 PULSE(3.4 0.2 155HS 15NS 5ms 290"s)
74)v!N2 10 0 PULSE(0.2 3.4 IONS Sms 5MS 14O'~s)
75)vcc 21 0 Dc 5
76)VPLUS 12 22 DC 3*4
77)a INZTERFERENCE SOURCES
78,VINTI 1 20 DC 0
79,VXINT2 9 21 Dc 0
80,VXINT3 8 11 SZN(0.0 Jby bOOMEGHZ 0.0 0.0)
81)VIT4 0 22 Dc 0
82)V1T5 19 23 LDC 0
83)* OUTPUT P~ROCEDURE

85),.OPTONS LXMPTS=1oOOO LIMT!m=4 RELTOL=O.l NOMOD HOPAGE
* 86>*PLOT TRAMl Y(1,20) V(S,11) V(9,p2l) (-20,20) V(20) V(10) v(S) V(19) V(11)

837).PLOT TRAM V(I) v(2) v(3) V(4) V(5) v(6) V(7) v(9)

89>.PLOT TRAM Z(viml) Z(V11-12) Z(VZNT3) Z(VCC) X(VPLUS) X(VXNT4) I(VINT5)
90).PRINT TRAM v(20) V(10) V(8) V(1920) V(8.11) v(9,21) v(19) Y(11)
91,.PR1NT TRAM V(J) V(2) V(3) V(4) v(5) V(6) V(7) V(9)
92).RIT TRAM v(13) V(14) v(15) V(16) V(17) v(18)
93)*FRItlT TRAMl X(VIN1) Z(VIN2) I(VXNT3) Z(vCC) Z(VPLUS) I(VXMT4) Z(VXNTt )
94 EMD
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